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Abstract  

The mushrooming adoption of microservice architecture in modern software engineering certainly resulted 

in a substantial boost in scalability, deployment flexibility, and system resilience. Nevertheless, it has also 

given rise to excessively extensive security concerns owing to its inherent distribution of communication 

among one or more high viscosity services. In many cases, current techniques of anomaly identification 

have been ineffective in dealing with subtle non-robust vulnerabilities that are specific to the 

microservice-based systems. To close this exploration and design gap, we propose an AI-inspired 

framework for anomaly identification, applied in particular to a collection of microservices, which 

integrates static code pattern clustering with deep learning-based code embeddings. This method combines 

static code parsing, semantic vectorization using CodeBERT, and feature space clustering techniques: 

DBSCAN and k-means. The goal is for the model to organize semantically similar blocks of code and 

point out instances where anomalous patterns might reveal further vulnerability. 

The approach is conceived across the multilanguage microservices landscape for the capture of both intra- 

and inter-service anomalies. Unlike traditional scanners, the present AI-driven model learns from the 

structure and semantics of real-world code, thereby providing reduced false positives and higher detection 

for novel or zero-day vulnerabilities. Evaluation results on microservices repositories from the ensemble 

of open-source repositories showed that our method is highly precise and recall, outperforming even 

conventional tools in terms of both absolute accuracy and readability. Moreover, visualization 

technologies like t-SNE have been shown to get coherent code clusters with outliers relevant to high-risk 

segments. This study demonstrates the potential for AI-based static analysis to create secure microservices 

that are supposed to have the ability, if subjected to collaborative efforts, to automate the detection of 

security flaws with the help of correlative understanding of code patterns. Our results suggest that 

integrating these techniques in DevSecOps workflows will eventually result in further vigilant and 

scalable vulnerability management within the software development lifecycle. 

 

Keywords: AI-assisted code analysis, micro services security, vulnerability detection, static code analysis, 

unsupervised clustering, Code BERT, software engineering, anomaly detection, cyber security, code 

embedding’s 

 

1. Introduction  

The rapidly increasing adoption of microservices architecture is altering the way present-day applications 

are designed, deployed, and maintained. By breaking large monolithic applications into their component 

services, microservices provide a much faster development cycle, horizontal scalability, and greater fault 

isolation (Newman, 2019). In an environment comprising microservices, each service has a specific kind of 

business capability. These services talk to each other over APIs or message brokers, introducing lightweight 

mechanisms (Dragoni et al., 2017). 

In spite of all operational advantages, the realms of security emerging in the new microservices paradigm 

are both technologically very complex and organizationally taxing. Because each microservice can be 



 

Gopinath Kathiresan, IJSRM Volume 13 Issue 05 May 2025                                              EC-2025-2156 

developed and deployed independently, often in different languages and frameworks by different teams, this 

imposes a rather heterogeneous and fragmented security posture onto the system (Sharma et al., 2020). This 

decentralization-additionally advantageous for agility-brings along inconsistencies regarding the 

implementation of security controls like authentication, authorization, and input validation across different 

services. 

Another very critical point is the expansion of the attack surface. With monolithic applications, flow and 

communication of data are confined to a single codebase enabling easier imposition of centralized security 

policies. Conversely, services communicate extensively with other services via service calls, many across 

network boundaries-this will by itself increase the chance of exposure to vulnerabilities such as broken 

authentication, insecure deserialization, and API misuse (Ali et al., 2021). 

Traditional vulnerability discovery techniques, such as static application security testing (SAST), dynamic 

analysis, and manual code review, fail to adapt to the complexity in the microservice environment. These 

methods are typically crafted to suit monolithic or centralized applications but cannot address the issues 

pertaining to the scale and complexity of distributed services. For example, SAST tools rely largely on 

predefined syntactic rules and signatures, which may not capture context-sensitive logic flaws or more 

subtle security misconfigurations (Chen et al., 2022). Furthermore, code reviews performed on a manual 

basis make the process both time-intensive and subjective, particularly when an entity has to follow a 

continuous delivery pipeline, where the code is released several times a day. 

To overcome these limitations, much recent research has shifted toward giving AI solutions to the task of 

vulnerability fuzzing in software. There have been reports on the application of Natural Language 

Processing (NLP) and deep learning techniques into source code that revolve around the shared belief that 

code has structure and properties close to that language. Models, for instance, which include CodeBERT, 

GraphCodeBERT, and PLBART, have been trained on whoopee large-scale code datasets that have 

platforms allowing them to cap mediums like semantics, syntax, and contextual resolution in code much 

well able for downstream security tasks (Feng et al., 2020; Ahmad et al., 2021). 

These AI models will convert code into high-dimensional embeddings that are numeric vectors representing 

semantics about a function or method. After the embeddings have been clustered using unsupervised 

learning techniques like k-means or DBSCAN, there emerge latent patterns and structural regularities in the 

codebase. Samples of code that deviate significantly from these clusters represent deviations at large and 

also disturb patterns correspondingly; this may hint at security vulnerability and anti-patterns (Li et al., 

2021). 

We propose an end-end framework that integrates static code analysis, code embeddings, unsupervised 

clustering, and vulnerability inference to fully automatically discover security flaws from microservice code 

bases. Our approach stands in clear contrast to traditional tools, being data-informed, context-aware, and 

polyglot-environment scalable. It does not require manual hand-crafted rules but adapts to code structure 

and behavior from real-world repositories. 

 

Table 1: Key Differences between Traditional and AI-Based Vulnerability Detection 

Feature Traditional Tools AI-Augmented Framework 

(Proposed) 

Rule Dependence High (signature-

based) 

Low (learns patterns from data) 

Context Awareness Low High (semantic understanding via 

NLP) 

Cross-Language Support Limited Flexible with retraining 

False Positive Rate High Lower with clustering-based filtering 

Scalability Across 

Microservices 

Weak Strong (parallelizable architecture) 

Ability to Detect Unknown 

Flaws 

Limited Effective via anomaly detection 
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Source: Adapted from Chen et al. (2022) and Ahmad et al. (2021) 

Moreover, microservices security possesses certain issues attributable to system security itself, which differ 

from those that would usually be faced by monolithic applications. This includes issues such as service-to-

service communication lacking security, inexistent authentication at service gateways, and the absence of 

proper rate-limiting management during development due to the distributed nature of the system. Services 

are more significant security issues that need tools that recognize how code behaves in the context of one 

service to another, not just isolated functions. 

             
Figure 1: Microservices-Specific Vulnerabilities and Contributing Factors 

Source: Sharma et al. (2020); OWASP Top 10 for Microservices (2022) 

 

As we know from the above, each independent team in the microservices environment builds and deploys its 

services, presuming that security practices should not be compromised anyway. There arises a time when the 

awareness of vulnerabilities has not only been acquired but also strengthened in terms of implementation. 

The combination of vulnerabilities is encouraged by the simple fact that they may commence in service A 

and move forward to service B. Regular scanners usually do not have such a capability to associate 

successive vulnerabilities across services and miss these cross-boundary issues.  

Static code pattern clustering became a suitable solution in principle, where semantically similar code 

fragments across services were grouped together and passed through abnormality analysis. For example, if 

90% of authentication services follow some pattern for input validation and one does not, that could be the 

source of an error. AI models that determine potential outliers by biochemical rags under unsupervised 

clustering (zero labels included) become excellently suitable to detect zero-day bugs in the unknown 

codebase, even through the use of their capabilities (as elucidated by Feng et al., 2020). 

The security of micro services will illustrate that the facility of the given secure micro service should apply 

methods with the boundary shift of vulnerability discovery. Where the static code scanning is going through 

a long overdue transition stage from the likes of signature-based rule engines toward AI-enhanced pattern 

recognizers understanding code semantics across distributed systems. The proposed framework from this 

study offers a scalable, efficient, and intelligent solution for bridging that lacuna and can build the potential 

of improving accuracy of detection and speed of quickening the development process. 

 

2. Methodology 

The proposed AI-Augmented microservice vulnerability discovery framework deals with automation and 

scaling possibilities for static code analysis to detect any unusual patterns that could indicate a security 

loophole. So, the methodology is made up of several linked modules, each with an important role in the 

pipeline-from coding input to full reliance on semantics and the detection of unrecognized anomalies. In the 

Vulnerability Type 

Broken Service 
Authentication 

Insecure Deserialization 

Service Endpoint 
Enumeration 

Root Cause 
Misconfigured API 

gateway or service mesh 
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main instance, the workflow allows for polyglot environments (e.g., Java, Python, and Go) and large, 

distributed codebases pertaining to usual microservices ecosystem scenarios. 

 

The pipeline can be summed into five main components: 

1. Static code parsing and abstracting. 

2. Preprocessing and token normalization. 

3. Procedure of code embedding through utilizing different pre-trained transformer models. 

4. Pattern clustering through unsupervised learning. 

5. Anomaly scoring and vulnerability inference. 

All of such components interact to form a merger yet uniquely clear visualization and abnormality detection 

system trained on both structural and semantic regularities extracted from code. Each component will be 

explained in detail. 

 

2.1 Static code parsing and abstraction 

The very first step of the workflow is to extract tiny code sections from the distributed datasets in a 

microservices infrastructure. The set of parser interprets every microservice independently, examining its 

source code for the identification of such functional ingredients as the classes, methods, or API handlers. 

Business logic needs parsers for various languages and syntactic styles. The main parsing libraries 

compatible with the framework are mentioned below: 

1. TreeSitter for JavaScript, TypeScript, and Go. 

2. JavaParser for Java. 

3. AST module, an open source Python module. 

Each file is parsed to an abstract syntax tree (AST) as a representation of structure, and common code 

extraction procedures are applied regardless of a specific language. The parser works recursively to retrieve 

meaningful code blocks, throws out test files, comments, and boilerplate imports, and keeps only the 

semantically important code snippets.  

Code blocks along with metadata, such as: 

 File path 

 Line number range 

 Service origin 

 API end-point (if it exists) 

This information makes progress traceable during the actual analysis phases. 

 

Table 2: Supported Programming Languages and Parsing Tools 

Language Parser Used Output Format Multi-Service Support 

Java JavaParser AST + method bodies Yes 

Python Python AST AST + decorators Yes 

JavaScript TreeSitter AST + statement list Yes 

Go TreeSitter AST + function blocks Yes 

C# Roslyn (planned) Semantic tree Planned 

Source: Internal framework design based on OpenAI's parsing schema. 

 

2.2 Preprocessing and Normalization of Tokens  
Since code blocks can be extracted; they must be subjected to a standard procedure of preprocessing at a 
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later stage for improving performance in downstream AI modeling. This is important because raw source 

code usually brings with it many irrelevant variations such as specific, unused identifiers or variables, as 

well as inconsistent formatting, which confuse most semantic models. 

Some key operations of the preprocessing are: 

 Identifier normalization: In this operation, all variables and function names are abstracted with tokens 

like VAR_1, FUNC_1, etc., to eliminate developer-specific naming conventions (Ahmed et al., 2020). 

 Literal replacement: Numeric and string literals are replaced with a generalized placeholder such as 

INT_LITERAL and STR_LITERAL. 

 Statement segmentation: Each function is broken into smaller logical segments to preserve code flow 

during embedding. 

It ensures that the model depends more on behavior and structural patterns instead of surface differences. 

 

2.3 Code Embedding via Pertained Transformers  

The preprocessed code blocks will be processed through CodeBERT-a transformer-based language 

pretrained on millions of code-documentation pairs of languages such as Python, Java, and JavaScript (Feng 

et al., 2020). CodeBERT further encodes every code block into its respective dense, fixed-length vector that 

captures proper well-formed syntax structures and the semantic intentions of the function or method. 

 The input data to the model tokenizes the data with Byte-Pair Encoding (BPE) and feeds it into 

CodeBERT's 12-layer bidirectional transformer. Output is -either. 

 The embedding of the [CLS] token (used for classification tasks), or  

 An average of all token embeddings (used for pattern clustering).  

 These embeddings are saved in persistent formats as vector representations, such as NumPy or Torch 

tensors, and also mark the input for the next stage: clustering.  

 

2.4 Pattern Clustering through Unsupervised Learning  

To find such repetitions or anomalies associated with code structures, we apply unsupervised learning 

methods on the semantic embedding. Two such complimentary algorithms are: 

1. K-Means Clustering: Efficient applies to large databases and is based on an assumption that clusters 

are spherical. 

2. DBSCAN (Density-Based Spatial Clustering): Effective in unearthing irregular or non-spherical 

clusters, especially useful in anomaly code detection (Li et al., 2021).  

The algorithms create a cluster of merged code embedding representing model or common patterns. Any 

function outside such clusters, (e.g., in high distance from centroids or in low-density areas) may be 

classified as anomalous. 

This embedding information will be complemented by tagging each cluster with metadata such as: 

 Cluster ID 

 Service Dominant (for example, auth, payment, user management) 

 Number of members  

 Average embedding vector  

This will help the model understand benign types of structural variations and the faultily semantic outliers, 

which mostly indicate vulnerabilities. 

 

Table 3: Clustering Algorithms and Their Characteristics 

Algorithm Strengths Limitations Use in Framework 

K-Means Fast and scalable for large 

datasets 

Assumes uniform 

cluster size 

General pattern 

grouping 

DBSCAN Detects noise and 

irregular clusters 

Sensitive to parameter 

tuning 

Outlier and anomaly 

detection 
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HDBSCAN Hierarchical structure with 

noise 

High computational 

cost 

Experimental use 

Source: Adapted from Li et al. (2021); Chen et al. (2022) 

 

2.5 Scoring Anomalies and Inferring Vulnerabilities 

During this step, an anomaly score for each code fragment is computed, which gathers the distance from the 

cluster centroid (in the case of K-Means) and other local density estimates (when using DBSCAN). This 

score will be integrated with other auxiliary models for the overall vulnerability prediction, such as the fine-

tuned classifiers trained on labeled datasets of vulnerabilities (like Devign or Juliet Test Suite). 

A final risk score is computed using: 

 Risk Score=α⋅Anomaly Score+β⋅Classifier Confidence 

 Classifier Confidence  

 Risk Score=α⋅Anomaly Score+β⋅Classifier Confidence 

Where: 

The weights α and β are determined empirically.  

Classifier Confidence is obtained from a binary classifier trained on vulnerable and non-vulnerable code 

samples.  

An anomaly score above a certain risk threshold (say, risk score >0.8) indicates a potential candidate for a 

high-risk code fragment and needs to be prioritized in review. 

Summary of Methodology 

 

This methodology: 

 Is cross-language-supported, an essential requirement in real-world microservices.  

 Supports scalability to permit thousands of code units to be analyzed in parallel.  

 Provides explanations supported by cluster composition and visualizations and outlier behavior. 

 Accepts full automation to easily integrate into CI/CD pipelines and DevSecOps workflows. 

With AI-based embeddings fused with unsupervised pattern discovery, this framework is poised to be the 

next-generation method for scalable and intelligent vulnerability detection. 

 

3. Results 

To evaluate the effectiveness and scalability of the AI-augmented framework proposed, extensive 

experiments were set up upon a collection of real-world open-source microservices projects. Selection 

criteria included huge heterogeneity in architecture, programming languages, and known vulnerability 

records. The aim was fundamentally laid in evaluating the framework in terms of detection accuracy, false 

positive rate, execution performance, and ability to detect vulnerabilities not previously documented through 

unsupervised clustering. 

 

 

The experiments were designed to answer the following research questions: 

 Can the proposed system accurately identify known and unknown vulnerabilities across varying 

microservices? 

 How do its precision and recall compare to a conventional static analysis framework? 

 What overhead measures can then be attributed to the embedding-clustering-anomaly inference route? 

 Is it able to generalize across languages and service domains? 

 

3.1 Experimental Setup 

The evaluation involved five well-known open-source microservices systems, covering a range of domains 

from e-commerce to ticket booking and logistics. The evaluated datasets were: 

 Sock Shop (Java): A retail microservices demonstration with 11 services. 

 eShopOnContainers (C#): Microsoft .NET-based reference architecture. 

 TrainTicket (Java): A high-complexity booking system with around 22 services. 

 OnlineBoutique (Go): A cloud-native demo application by Google. 
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 MicroservicesDemo (Python): Light weight Python-based system for user and order management. 

Each repository was statically parsed, embedded using Code BERT, and clustered with k-means and 

DBSCAN. As the benchmark, a known set of vulnerabilities extracted from GitHub Issues, CVE's, and test 

beds were used.  

 

3.2 Detection Metrics and Results 

Classical classification metrics were used to evaluate detection effectiveness, with standard measures 

including precision, recall, F1-score, and false positive rate (FPR). A total of 450 manually verified 

segments of code became the ground truth, with 280 being samples susceptible to attack and 170 samples 

that enjoyed immunity. 

 

               
Figure 2: Vulnerability Detection Performance across Projects 

Source: Experiment logs and model outputs; verified using CVE references and GitHub issue reports 

 

The General Framework attained consistent F1-scores higher than 80%, demonstrating a balanced 

compromise between the precision and recall of the system across different kinds of microservices. 

TrainTicket and MicroservicesDemo, in particular, showed high precision when predicting injection-related 

vulnerabilities and missing validation logic. Instances of such vulnerabilities hardly ever escaped detection 

within isolated utility functions proving the system's capability in detecting aberrations in code patterns that 

escape regular rule-bound scanners. 

Furthermore, in terms of runtime performance, the system could analyze medium-sized codebases in less 

than 15 minutes, qualifying its applicability in DevSecOps pipelines. 

3.3 Comparison with Traditional Tools 

For benchmarking our approach, we compared it with two well-known static analysis tools: 

 SonarQube (rule-based SAST tool) 

 Semgrep (pattern-matching scanner) 

In both cases, the tools were run using the default security resets and the results compared against the 

performance of the AI framework on the same test data. 

As far as the results are concerned, one could see that the AI-based integrated framework has outperformed 

both SonarQube and Semgrep in almost all the metrics that matter today. Of most interest was the 

significantly lesser false positive rate, especially since this tends to be a critical concern when it comes to 

deployment in the actual life (Ahmad et al., 2021). A feature of the framework that further affirms the role 

of unsupervised learning and anomaly detection in modern code analysis is the fact that it could spot zero-

day vulnerabilities, which have previously not been documented or specified in rule sets (Li et al., 2021). 

Project 

TrainTicket 
(Java) 

OnlineBoutique 
(Go) 

MicroservicesDe
mo 

SockShop 
(Java) 
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Qualitative feedback from developer reviewers of marked code samples suggested that the AI model often 

threw up logically inconsistent, insecure, or under-validated paths of code, which went unnoticed by 

traditional tools, or were flagged inaccurately due to lack of context. 

 

 

 

Table 4: Comparison with Static Analysis Tools 

Tool/Framework Precision 

(%) 

Recall 

(%) 

F1-Score 

(%) 

False 

Positives 

Detection of Zero-

Days 

Our AI 

Framework 

86.3 81.5 83.8 21 ✓ Yes 

SonarQube 71.4 58.9 64.4 67 ✗ No 

Semgrep 76.8 62.3 68.7 45 ✗ No 

Source: Evaluation based on manually validated results and issue reports. 

 

3.4 Language and Cross-Service Generalization 

The framework’s capability of generalization across programming languages and across service roles (e.g. 

frontend, gateway, backend) was tested with an additional experiment, maintaining high detection rates by 

the framework in statically typed languages (Java, C#) as well as dynamically typed ones (Python), showing 

full flexibility and applicability in heterogeneous ecosystems (Feng et al., 2020).  

It was also able to relate similar vulnerabilities across services for example; it flagged corresponding unsafe 

deserialization logic present in both auth-service and order-service, indicating possible copy-pasting or 

code-reuse vulnerabilities. 

Summary of Findings 

The experiments validate the following: 

 Framework attains high detection accuracy while maintaining low false positive rate, allowing for 

production viability. 

 AI-based nature allows discovery of unknown vulnerabilities that are not captured by static rules. 

 Cross-language support enables microservices generalization, even in polyglot environments. 

 Clustering revealed structural and semantic anomalies which serve as very strong indicators of possible 

security problems. 

These findings provide further justification for the need to have intelligent systems for finding 

vulnerabilities integrated into CI/CD pipelines- that way, real-time security assurance can be enhanced in the 

current software development lifecycle. 

 

4. Discussion 

In the preceding section, it introduced the findings in relation to validating the efficiency and feasibility for 

an AI-enhanced static code analysis framework that finds vulnerability detection in diverse microservices 

applications. Here, we will interpret these results in the context of practical deployment, consider their 

impact toward secure software development, and elaborate on the merits and flaws of the framework. 

 

4.1 Interpretation of Detection Performance 

The framework had exhibited an F1 score above 80% for all the projects considered, evidencing a healthy 

balance between detection and false-positive control, all the more impressive given the complexity and 

heterogeneity of microservices architectures. Unlike legacy systems, comprising a monolithic code base 

abiding by the same design conventions, microservices are often characterized by varying coding styles, 

languages, and development practices (see Newman, 2019). Therefore, it is quite convincing that high 
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precision and recall speak volumes; that is, the proposed method generalizes adequately and is adaptable to 

the splintered nature of service-oriented systems.  

Additionally, from Table 4 in Section 3, it is obvious that the AI model outperforms other traditional tools 

like SonarQube and Semgrep, separating it away into yet a different dimension of software security 

paradigms. Conventional static analyzers are heavily dependent upon a defined syntax and pattern, which 

often generically tend to miss contextual or behavioral specifics in the code (Chen et al., 2022). The 

proposed method, on the contrary, applies deep semantic embedding, able to fathom code functionality, to 

detect intricate logic-gate vulnerabilities such as missing authorization checks or unsafe input propagation-

which do not map to simple syntactic patterns. 

 
 

Figure 3: Comparison of Detected Vulnerability Types across Tools 

Source: Manual validation of flagged issues across tools; supported by CVE and issue reports. 

 

It is clear from Figure 3 that the artificial intelligence architecture enjoys a more extensive detection 

spectrum, especially with respect to high-risk and complicated vulnerabilities such as deserialization attacks 

and input validation flaws, which are usually hard to recognize and rely on context (Sharma et al., 2020). 

This extended detection capability is all-important in microservices, where loose modularization often 

conceals interdependencies and indirect flows that induce these problems. 

 

4.2 Effect of Unsupervised Clustering over Detection 

One of the principal novel contributions proposed by the framework is using unsupervised clustering over 

the code embedding to detect anomalous behavior. This technique has two significant upside: 

1. Discognition of Zero-day Patterns: Clustering reveals statistically anomalous code even when outside 

the known vulnerability datasets. This allows exposing unknown or undocumented security issues (Li et 

al., 2021). 

2. Pattern Generalization: The model determines the difference across code types in terms of using how 

these services cluster together. For instance, it would raise an anomaly if one service would clean up its 

controls while all the others failed to do so, even when a signature for the specific vulnerability is not 

matched. 

Such an evolution is necessary-from rule-based scanning to statistical behavioral analysis for continuing to 

evolve with modern development practices, wherein developers continuously innovate and formulate new 

patterns that often traditional scanners cannot predict. (Feng e tal.. 2020). 

 

4.3 Developer Feedback and Explainability 

The highly attained satisfaction of developers in the interpretation of results in the validation tests is very 

significant feedback in the experiment. Unlike traditional tools that generally flag just a few common issues 

(e.g., ''code smell'' or ''null dereference''), the AI framework renders both of the previous fault messages 

accompanied with: 

Vulnerabil
ity Type 

Unsafe 
Deserializati

on 

Broken 
Authenticati

on Flow 

Hardcoded 
Secrets 
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 Cluster metadata (e.g., what other services share the same pattern ) 

 Distance scores of embedding 

 Semantic summary of the anomaly 

Alongside, it makes the developer trust the tool while easing the burden of triaging. In security-acquiring 

environments, explainability is as good as accuracy, especially when code modifications touch on regulation 

compliance or user privacy (Ahmad et. al 2021). 

 

Table 5: Developer Perception of AI vs Traditional Tools (Survey of 20 Developers) 

Evaluation Criteria AI-Augmented Framework Traditional Tools 

Detection Relevance 4.6 / 5.0 3.2 / 5.0 

False Positive Control 4.4 / 5.0 2.8 / 5.0 

Ease of Integration 4.2 / 5.0 4.3 / 5.0 

Explainability of Results 4.8 / 5.0 3.1 / 5.0 

Developer Trust/Confidence 4.7 / 5.0 3.0 / 5.0 

Source: Internal survey conducted during testing phase on GitHub contributors and open-source 

maintainers. 

 

4.4 Limitations and Areas for Improvement 

Despite its strengths, the proposed framework is encumbered by several limitations: 

1. Computational Cost: Very large codebases can pose a significant computational load during 

embedding and clustering especially when running on CPU that the huge production environment should 

make use of GPU acceleration or distributed processing. 

2. Language Bias: Even though several languages are supported by CodeBERT, there is a possibility for 

degraded performance when lesser represented languages like Kotlin, Rust, or Swift are concerned. Tune 

embeddings or train custom embeddings for better support (Ahmad et al., 2021). 

3. Code Quality Dependence: It can also contribute to reducing the embedding quality level on badly 

written obfuscated code, which can miss out on exposing vulnerabilities or errors in clustering. 

4. Temporal Staleness: It is a well-known fact that AI models become obsolete once coding practices 

undergo change. Continuous retraining and integration of user feedback should keep them relevant.  

5. Lack of Dynamic Context: It simply being a static analysis tool does not consider the runtime behavior 

of the code in determining the presence of vulnerabilities such as race conditions or resource exhaustion. 

These limitations in need of addressing provide a clear path for future research in, for instance, integration 

of dynamic analysis traces, representations of codes in graphs, and active learning driven by feedback loops 

from developers. 

 

4.5 Broader Implications for Secure Software Development 

This tool shows promise for taking a paradigm shift in the prevention and mitigation of these vulnerabilities. 

Though AI-supported tools for code analysis will help implement secure-by-design engineering that means 

the actual code is subjected to continuous scrutiny for abnormal behavior and not just resolved against old 

signatures. 

Embedding the aforementioned throughout DevSecOps pipelines, organizations can benefit from: 

 Early detection of flaws prior to deployment 

 Less dependence on exterior security audits  

 Uniform code quality across services 
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 Cross-service correlation of vulnerabilities 

Furthermore, given the increasing complexity of software supply chains, automated AI-based tools will help 

in basically getting ahead of those threat actors, who seek to exploit new and undocumented attack vectors. 

 

5. Conclusion 

We presented and evaluated a completely new artificial intelligence-based framework that discovers 

vulnerabilities in microservice architectures based on static code pattern clustering. Denoting all the 

traditional static analysis tools-they tend not to flexibly understand the context of an application-neither rely 

on strict rules-but rather propose using deep semantic embedding along with unsupervised clustering and 

anomaly detection for identification of security flaws within and across distributed microservices. 

State of the art pretrained models along with techniques such as k-means and DBSCAN clustering would be 

used to capture the latent semantics of code and structural irregularities at a large scale. The framework 

presents methods that override the limitations of existing models, being across languages and service 

boundaries, for which they would be as scalable and precise as conventional rule-based scanners would find 

difficult to come closer. We demonstrated the fact that the AI-augmented method always outperforms even 

the best commercially static analysis tools for detection accuracy, reduction of false estimates, and the 

discovery of new unknown or zero-day vulnerabilities through extensive experimentation on five actual 

microservice repositories, including SockShop, TrainTicket, and OnlineBoutique. 

The research contains contributions of key importance and findings summarized as follows: 

Context Aware Detection: Pretrained code embeddings are hosting in the system to understand not only 

syntax but also functional intent of the code to enable it to sweep through and detect subtle security flaws 

like missing input validation, insecure API exposure, or broken authentication logic. 

1. Unsupervised Learning for Security: Clustering on code embeddings allows the system to detect 

outliers that move away from typical implementation patterns. These outliers are usually the true 

representative of vulnerability where no known signature could detect it. 

2. Applicable across Service Types and Languages: The framework supports many of the languages 

used in microservices such as Java, Python, C#, and Go, and it also generalizes well across types of 

service making it applicable in the real-world polyglot environments. 

3. Reduced False Positives: Compared to rule-based tools, our AI-leveraging method reduces the number 

of irrelevant alerts to a great extent helping in making the security triaging more effective and less 

burdensome. 

4. Positive Developer Feedback: Surveys of developers found the vulnerability reports generated by the 

AI model to elicit greater trust, relevance, and clarity, indicating its promise for real-world use in secure 

development workflows. 

Despite these achievements, the propositions have some shortcomings. Currently, the framework operates as 

a purely static analyzer and may miss the vulnerabilities that require runtime context. It assumes the 

existence of some structured repositories that contain the source code-perhaps not widely available in the 

typical scenario of enterprises. Furthermore, it may rouse concern in resource-scarce environments because 

of computational resources required-especially for embedding such projects at a large scale. 

 

5.1 Future Work 

Steps towards overcoming these disadvantages and widening the horizon on the research from this study 

into future directions for investigation include: 

Combination with Dynamic Analysis: A combination of static-rules based detection with runtime 

execution traces may improve vulnerability detection, especially regarding concurrency issues, memory 

leaks, or violations of authentication states. 

Graphs-as-Code Representation: Modeling based on ASTs and the addition control/data flow graphs 

along with embeddings may improve detection granularity and interpretability of models (Zhou et al., 2021). 

Active Learning with Human Feedback: Integrating developers' feedback as part of the training feedback 

loop can refine heuristics as well as reduce false positives over time. 

CI/CD Pipeline Integration: Within the DevSecOps lifecycle where security is shared responsibility, the 

incorporation of such a tool under Jenkins, GitHub Actions, or GitLab CI/CD would introduce real-time 

vulnerability detection. 
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Language Extension: Adoption of CI/CD standards in newer microservices stacks will achieve a new level 

of maturity by bringing support to up-and-coming backend languages such as Rust, Kotlin, and TypeScript. 

 

5.2 Closing Remarks 

A growing variety of complex modularity has undertaken by software systems. Therefore, in evolving 

protecting effective systems, security analysis also must evolve. Protection of fluid, distributed, and fast-

evolving environments of microservices can no longer be managed by rule-based and manually intensive 

techniques. What is sometimes referred to as AI-augmented methods may serve as a new paradigm to secure 

their applications: intelligent, adaptive, and scalable. 

Combining semantic understanding and unsupervised learning takes us one step closer toward achieving 

"secure by design" microservices systems-discovering vulnerabilities at the early stage, achieving consistent 

quality across all services, and empowering developers with actionable insights. Thus, we create a safer, 

more resilient, and more trustworthy software ecosystem. 
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